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Abstract. We use Reinforcement Learning, in particular a deep Q-Learning algorithm and
an adaptation of two actor-critic algorithms (Proximal Policy Optimization and Phasic Policy
Gradient), originally proposed for robotic control, to solve the metric Traveling Salesperson
Problem (TSP) on Hamiltonian graphs with a given costs distribution. We embed the TSP into a
MarkovDecisionProcess (MDP) environment. WeuseConvolutionalNeuralNetworks (CNNs)
to approximate action-value and state-value functions and we develop a neural architecture
centered on the idea of considering the weighted incidence matrix of a graph with respect
to arcs costs as the agent’s environment representation at a given instant. Our computational
experience shows that during the training process the CNNs-based architecture is both efficient
in terms of CPU time and effective in terms of solutions found. Using the state-of-the-art
solver for routing problems ORTOOLS during the test process, we find that, differently from
deep Q-Learning, both PPO and PPG can achieve the same benchmark solution with a smaller
computational effort; we also find that our trained models are able to orient themselves through
new unseen graphs and with different costs distributions. Eventually, the test results suggest
that the computational efficiency grows more than proportionally with the instants size.
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